
  

 

Abstract—Child labor is an issue of utmost importance to the 

world. According to the ILO (International Labour 

Organisation) nearby 218 million children between 5 and 17 

work in the world, of which 50% holds hazardous work, The 

question rises up on how to locate and understand the factors 

about those families that generates the indices of child labor, 

and which properties are important to analyze. By the use of 

data mining techniques to discover valid patterns among 

Brazilian social data bases, we evaluate child labor in the 

federated state of Tocantins. This work has the purpose towards 

uncovering the deterministic factors for the practice of child 

labor and their relationships among financial, educational, 

cultural and social indicators; generating information that was 

not aware provided by data bases feeders, being hidden among 

records. 

 

Index Terms—Data mining, social data, child labor, welfare. 

 

I. INTRODUCTION 

The Social Program System called Unique Registry (UR) 

from Brazilian Federal Government is an instrument to 

identify and qualify low-income families defined as those 

who have: monthly income of up to half of the Country basic 

salary per person or total monthly income of up to three basic 

salaries. 

The registry database (UR) allows understanding the 

reality of these socio economic families, bringing 

information around the core family as for example, the 

characteristics of the residences, sorts of access to essential 

public services and also information about each of the 

components of the family. 

The federal government has the intention to consolidate 

through computerized systems the data collected in the UR to 

spread out knowledge about low-income families to the 

public power. Based on this information, the public power 

can be able to formulate and implement specific policies that 

contribute to reducing social vulnerabilities that these 

families are exposed to. Currently, the UR has over 21 

million registered families. 

The UR is coordinated by the Ministry of Social 

Development and Fight against Hunger (MDS) and must 

necessarily be used for selecting beneficiaries of social 

programs from the federal government, such as the Family 

Fellowship (FF) program. UR can also be used by federated 

states and local governments to get the diagnosis of socio 
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economic families’ registry, enabling the development of 

local social policies. 

Applying data mining techniques in order to discover valid 

patterns and knowledge is not a trivial task because of the 

large amount of data and attributes available in the UR. In 

order to analysis the UR data, we apply mining techniques in 

context to discover patterns related to child labor in the 

federated state of Tocantins. The data base was divided into 

two data sets, combining families with 168 attributes and 

people with 214 attributes, totaling a data set of 892,422 

records to qualify this diverse information. 

According to the IBGE (Brazilian Institute of Geography 

and Statistic) Census 2010 (another Brazilian social registry 

database) the northern region of Brazil is the number one in 

rates of child labor. From this point, some issues need to be 

identified, as the necessity to locate these evidences from 

IBGE families’ conditions to check these cases so that the 

government actions have ability to reach and support these 

people. However, a problematic fact comes up, how to know 

if indeed this family has all the features necessary to have the 

government attention? Despite the amount of data collected 

quarterly by the federal government there may be flaws 

registration or registrations with omissions. 

According to Census 2010 (IBGE), Tocantins federated 

state has a range estimation of 40 thousand households with 

indices of child labor. But, in fact, the Unique Registry 

demonstrates an amount of 5,250 families with child labor. 

This inconsistency induces the government to conduct an 

active search to locate and clarify the families whose are 

unsuitable enrolled in social programs and those who are not 

enrolled, but should be, and make the required corrections. 

The question rises up on how to locate and understand the 

factors about those families that generates the indices of child 

labor, and which attributes are really important? 

This work has the purpose towards answering the 

following questions: “What are the deterministic factors for 

the practice of child labor?” and “What are the real 

relationships among financial, educational, cultural and 

social indicators?” 

In fact, there is a strong tendency to associate infancy work 

with family financial conditions of the child, but is it really a 

deterministic indicator for this condition? And, how about 

considering others indicators? 

 

II. DATA ORGANIZATION 

The Unique Registry is maintained for over 15 years by the 

Brazilian government. This database has the function to 

register all Brazilian families who are at social risk. It stores a 

data set of families and their members, creating a powerful 

set of data with many types of potential information. The 

database is divided into two groups, the families and the 
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individuals. The data of the families are all information 

regarding the type of housing, income and social information, 

and about the family economic condition. The data 

concerning to people are their features and personal data, 

such as school, social and financial information. Thus, the 

government generates a complete registry of families and 

their members. For our study, we compose each family data 

with their respective people data. After the use of selection 

attribute algorithms and specialists interviews, we elect the 

following indicators to data mining: family income, 

education, sex, family that receives assistance from 

government for child study. 

 

III. KNOWLEDGE DISCOVERY 

Data Mining is part of a larger process of research called 

Knowledge Discovery Database (KDD) defined as the 

exploration and analysis, automatic or semi-automatic, large 

quantities of data in order to discover meaningful patterns 

and rules [1]. 

The Data Mining techniques are becoming increasingly 

popular as tool for KDD to find hidden information necessary 

for decision making. However, this approach is difficult to 

apply because of its interdisciplinary abilities to combine 

different methods and techniques such as database, statistical 

methods, neural networks, genetic algorithms, machine 

learning, natural language processing and other areas of 

study. 

The work data are not always in perfect condition to start 

the mining process. Data often have multiple sources or, are 

incomplete or, have noises. These unclear data setup need a 

one-step data formulation called pre-processing, including 

activities such as cleaning, integration, selection and 

transformation of data [2]. 

Once the preprocessing data is finalized, it could be loaded 

into data mining software, as Weka (Waikato Environment 

for Knowledge Analysis) [3]. Weka includes a series of 

algorithms for data formatting, machine learning algorithms 

and results validation, written in Java programming language 

[4] (it’s open source code is available on Internet.) 

Among many techniques available for data mining, the 

classification task could be considered the most suitable 

technique for study purposes. The data analysis objective was 

to classify social indicators with the intuition to discover the 

hidden patterns among them related to child labor. 

 

IV. DECISION TREES 

The task of classification used a special type of artificial 

intelligence known as decision trees. Based on the records of 

the training set (the data used to train the algorithm), a tree 

diagram is designed and mounted. The design of the decision 

tree allowed us to classify the rough sample in branches 

disallowing the necessity to test all the values of its attributes 

which makes this type of sorting one of the best performance 

searches and most used algorithm in data mining [5]. 

In a decision tree, knowledge is represented by nodes and 

arcs in a hierarchal frame. Each parent node may lead the 

search to one of his sons. Hence, from the root down toward 

the leaves of the tree, the system configuration is modeled, 

and therefore the associated behavior. 

The quality of the trees generated by the system was 

analyzed by a group of social assistance experts, which 

evaluated the classification of indicators as to their relevance 

regarding the potential cause of child labor. 

 

V. METHODOLOGY 

The first stage of the work consisted of examining data 

mining algorithms and chose one that could find patterns 

among attributes. The J48 algorithm was appointed by the 

IEEE International Conference on Data Mining (ICDM) [6] 

as the most promising algorithm for generating decision trees 

and one of the most popular approaches in data mining, Table 

I. 

Decision tree is a classic technique to represent 

information from machine learning algorithms, and offer a 

fast and powerful method to express data structures. 

 
TABLE I: PSEUDO CODE OF J48 ALGORITHM 

1. Check if algorithm satisfies termination criteria 

2. Computer information-theoretic criteria for all attributes 

3. Choose best attribute according to the information-theoretic 

criteria 
4. Create a decision node based on the best attribute in step 3 

5. Induce (i.e. split) the dataset based on newly created decision node 

in step 4 

6. For all sub-dataset in step 5, call J48 algorithm to get a sub-tree 

(recursive call) 

7. Attach the tree obtained in step 6 to the decision node in step 4 

8. Return tree 

 

In this work we used an implementation of the generating 

algorithm of decision trees using the Waikato Environment 

for Knowledge Analysis (Weka) tool [3]. This version of the 

algorithm known as J48 is a WEKA implementation of the 

C4.5 algorithm [5]. The algorithm uses a greedy technique to 

induce decision trees for classification and uses the reduced 

error pruning technique. The Weka ease of use and the 

amount of resources offered by the tool led to its adoption 

instead of a new implementation of the algorithm for tree 

generation. 

A. Preprocessing 

Data only have quality if they meet the requirements of the 

intended use. There are many factors that guarantee the 

quality of the data, including the accuracy, completeness, 

consistency, timeliness, credibility and interpretability [7]. 

To ensure the quality measures of data preprocessing, 

some steps need to be completed, as following. 

B. Data Integration 

The database from UR was stored in different tables. To 

help reducing redundancies and inconsistencies in the 

working data set we performed an integration of the data 

which used the sample code as a key link among Excel 

spreadsheets. The final data set was created in a new file type 

CSV (comma-separated values). Redundant data were 
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grouped depending on the value or disposed in relation to the 

unique identifier of the table, avoiding inconsistencies in the 

data set. 

C. Data Cleaning 

At this stage some routines were performed to try to ensure 

the quality of data, such as, the missing data were replaced by 

a global constant indicated by "?". Insofar, the algorithm 

could handle the data gaps to not mislead the results. 

D. Data Reduction  

After cleaning the data, the final data have a set of 

attributes from the original set been reduced by performing a 

reduced dimension wherever irrelevant attributes or weakly 

redundant data could be detected and removed. 

For this task we employed CfsSubsetEval algorithm to 

assess the value of a subset of attributes, considering the 

predictive ability of each individual feature, along with the 

degree of redundancy among them. Preferred subsets have 

highly correlated features among their classes, but having 

low intercorrelation [7]. 

For this work, the combination of BestFirst (search method) 

and CfsSubsetEval (attribute evaluator) is as efficient as the 

best techniques for variable selection, genetic algorithm and 

simulated annealing algorithm, being much faster [8]. 

To evaluate the attributes, we compared values using the 

heuristic merit of each relationship formalized by the 

equation in Formula I. 

( 1)

cf
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ff

kr
Merit

k k k r


 

 

Formula I. Equation to formalize the heuristic merit. 

 

The final formula of merit uses the Pearson correlation 

between a variable composite (sum or average) and a target 

variable (the class in question) [6]. 

The algorithm of the Weka CfsSubsetEval ran with the 

initial set of data as input. From the 92 starting attributes, the 

base was reduced to 35. After evaluation of experts in social 

assistance, this number was further reduced to a total of 5 

attributes considered essential for modeling the problem. The 

list of attributes to the respective scores of merit is shown in 

Table II. 

 
TABLE I: SELECTION OF ATTRIBUTES USING CFSSUBSETEVAL ALGORITHM 

OF WEKA TOOL

Attribute Rated Merit  Selected Attributes 

Child Sex 0.01  Index of Child Labor 

Person with Benefits 

from Family 

Fellowship (FF) 

Government 

Program 

0.084  School Attendance Frequency  

 Family Income 

School Attendance 

Frequency  

0.018  Person with Benefits from Family 

Fellowship (FF) Government 

Program 

 Index of child labor  

Family Income 0.084  Person with Benefits from Family 

Fellowship (FF) Government 

Program 

Index of Child Labor 0.018  Child Sex  

 School Attendance Frequency  

E. Transformation of Data 

The decimal numerical values were replaced by causing 

them to be correctly interpreted by Weka tool. Dates are 

formatted in “dd/mm/yyyy” standardizing the field type. 

 

VI. EXPERIMENTATION 

The first step was the identification of nonconformity for 

data quality through missing data in UR database. This 

evidence required a data refinement in all of the 840,000 

records by verifying the existence of empty fields and null 

values for the 5 selected attributes (child gender, income 

family, school attendance frequency, child labor index, 

existence of family grant assistance from government 

programs), in order to adjust the database to be interpreted by 

the software package Weka. 

The second step was the selection and joint of data by the 

use of a Structured Query Language (SQL) tool to support 

data manipulation through the selection of the records 

without missing values on their fields. This step allowed 

validating and preparing all data to be exported to CSV 

(Comma - separated values) file format data set. 

The third step was to identify and group the most relevant 

indicators of the child labor. The objective was to create a 

dataset from the UR database represented only by the records 

in which the indicative of child labor are or positively or 

negatively marked, leaving out the null and missing values. 

The result was a total of 299,614 records with these markings. 

This step allowed to assess the reliable data context and to 

apply the knowledge discovery techniques. 

The Fourth step was to validate the data refinement of the 

UR database with the government social experts. All the 

selected indicators were placed to the Ministry of Social 

Development and Fight against Hunger team, in order to 

evaluate the selected dataset and validate them. So the data 

set was secured as confident for the ongoing steps to import 

to Weka tool. 

After the conclusion of the preprocessing step, the dataset 

was imported to the Weka tool in order to be classified by the 

use of J48 algorithm, generating a decision tree, Fig 1.  

 

 
Fig. 1. Decision tree generated by the J48 algorithm from Weka. 

 

VII. RESULTS AND DISCUSSION 

The result of the tree generated by the algorithm was 
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The income factor was another fairly observed field in the 

tree generated. The ratio of family income attribute where 

there was no case of child labor is in a range of up to $30.00. 

On the other hand, we can observe the nodes of the tree with 

incomes factors rates between $30.00 and $70.00, there is 

child labor cases, leading us to argument that the attribute 

income is not conclusive to child labor. This information 

need more profound study and extend research to understand 

the underline motivation about these families behavior about 

child labor. Otherwise, this evidence should supply the 

government under which actions to take to campaign against 

this practice of labor. 

The attribute school frequency attendance has 4 possible 

values for the child's schooling (never studied, study in a 

public school, anymore but already studied, private school). 

We can note that these school question factors had a greater 

relationship with the occurrence of child labor. For example, 

for the attribute never studied there is no occurrence of child 

labor. But, for the child who already study and is not studying 

anymore has occurrence of child labor. We can observe that 

the work of child is considered as child labor, until they have 

17 years old. In this case, we can conclude that if these 

children already study, therefore, these children are the older 

ones. For the child marked as public school and the ratio of 

family incomes between $30.00 and $60.00 there is no child 

labor occurrences. 

An interesting point for the attribute school frequency 

attendance is the occurrence of child labor when children 

study in private school. For this node we can be observe that 

there is incidence of child labor for the incomes between 

$30.00 and $60.00 and the index was marked as negative 

when the incomes are between $60.00 and $160.00. This 

result hints us to consider some hypotheses, because of the 

child is in a private school. We can suggestion some 

meanings, such as the children are working to keep their 

study of best quality, or the child receives a scholarship to 

study. Another explanation comes so far from the belief of 

some families that the elementary public schools in Brazil 

have lower quality, despite that this is nowadays a 

questionable issue. Even though some families do not need 

government aid compared to families who are in a worse 

finance situation, these children families could be looking for 

a best quality of study. 

In the least, the results and the discussion suggest that 

governments should employ researches of data mining to 

take better government social assistance decisions. 

 

VIII. CONCLUSION 

Child labor is an issue of utmost importance to the world, 

according to the ILO (International Labour Organisation) 

nearby 218 million children between 5 and 17 work in the 

world, of which 50% hold hazardous work. 

Asia, Africa and South America has the highest rates of 

child labor, however, the rich and developed countries are not 

outside of that context. 

According to UNICEF (United Nations Foundation for 

Children), India has approximately 14% of children between 

5 and 14 years old are involved in child labor activities. Most 

of them work in family homes and subcontractors. 

Government supervision passes away from this kind of work, 

and these children are subjected to exploitation. Today, the 

Asiatic continent corresponds to the highest rate of children 

working in the world. 

This issue is of concern, because these children are faced 

with any kind of work, seeking for their sustenance and 

family, unaware of protection that a home could offer. 

In Brazil, policies to combat child labor are claimed by the 

federal government. Applying knowledge discovery 

techniques and standards as a strong alliance to social 

programs to identify, locate and understand children who are 

in this social risk is paramount in a nation with the 5th largest 

area in the world. Data mining could enable an active search 

to strongish the social activities by the supply of 

knowledgeable information and support decision actions to 

identify and combat the resulting facts for this world 

unsolved social problem. 

For future works, the outcomes evoke the accomplishment 

of others researches which could drive the comparison data 

between timelines, e.g. before and after government social 

assistance. Other researches could consider comparing others 

Brazilian federated states towards child labor behaviors. 
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